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Motivation

x* = min
x∈Ω

f(x)

for             , under the inequality constraintsΩ ⊂ ℝn

hj(x) ≤ 0, j ∈ {1,…, m}

Objective:

Black-Box Optimization:  no assumptions on the analytic form of the 
objective function       , no access to gradients of      

Constraints: here also part of the black-box setting, i.e. no access to 
derivatives of constraints       

f(x)f(x)

hj(x)



Motivation (cont.)

(constrained) optimization is ubiquitous, e.g:

Mixing of Fluids Cell Separation Drag Reduction

 

https://www.colorado.edu/center/aerospacemechanics/research/multi-physics-design-optimization https://www.pinterest.ch/milanrohrer/engineering/https://www.cse-lab.ethz.ch/research/projects/#life-sciences

https://www.colorado.edu/center/aerospacemechanics/research/multi-physics-design-optimization
https://www.colorado.edu/center/aerospacemechanics/research/multi-physics-design-optimization
https://www.pinterest.ch/milanrohrer/engineering/
https://www.cse-lab.ethz.ch/research/projects/#life-sciences


• CMA-ES: Covariance Matrix Adaption Evolution Strategy (CMA-ES)  by Nikolaus Hansen [2016]. https://arxiv.org/abs/
1604.00772

• Viability Boundaries: Viability Principles for Constrained Optimization Using a (1+1)-CMA-ES by Andreas Maesani and 
Dario Floreano [2014]. Parallel Problem Solving from Nature – PPSN XIII. Springer International Publishing, Cham, 272–281

• Constraint Adaption: A (1+1)-CMA-ES for Constrained Optimisation by Dirk V. Arnold and Nikolaus Hansen [2012]. 
Proceedings of the 14th Annual Conference on Genetic and Evolutionary Computation (GECCO ’12). ACM, New York, NY, 
USA, 297–304.

Background

(μ, λ)-CMA-ES

Viability
 Boundaries

Constraint 
Adaption

(μ, λ)-CCMA-ES

https://arxiv.org/abs/1604.00772
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(μ, λ)-CMA-ES

• Machine Learning: CMA-ES for Hyperparameter Optimization of Deep Neural Networks by Ilya 
Loshchilov, Frank Hutter [2016]. https://arxiv.org/abs/1604.07269

• Engineering: Modular Approach for the Optimal Wind Turbine Micro Siting Problem through CMA-
ES Algorithm by Silvio Rodrigues, Pavol Bauer, Jan Pierik [2013]. GECCO ’13 Companion. 
Proceedings of the 15th annual conference companion on Genetic and evolutionary computation. 
Pages 1561-1568 

• Image Processing: The CMA-ES on Riemannian Manifolds to Reconstruct Shapes in 3-D Voxel 
Images by Sebastian Colutto, Florian Fruhauf, Matthias Fuchs, Otmar Scherzer [2009]. IEEE 
Transactions on Evolutionary Computation. Vol. 14 Issue 2

https://arxiv.org/abs/1604.07269


Example: (μ, λ)-CMA-ES



(μ, λ)-CCMA-ES

Viability Boundaries
&

 Constraint Handling

discussion following slides



Constraint Handling

Constraint Normal Approximation

Covariance Matrix Correction



Constraint Handling (cont.)

Constraint Normal Approximation

Covariance Matrix Correction



Viability Boundaries
Problem: it may be difficult to find starting point        inside valid region 
(satisfying                    )

Solution: introduce viability boundaries:

b is a relaxed boundary, initialised to the largest constraint violation at start and
b is contracted at each generation until b = 0:

m(g)

hj(m(g)) ≤ 0



Viability Boundaries (cont.)



Example: (μ, λ)-CCMA-ES



Evaluation
2006 CEC Test Problems

speed-up measured in terms of function evaluations

Baseline: mVIE
mVIE outperforms various optimization algorithms, such as variants of 
Differential Evolution, CMA-ES, Particle Swarm Optimization and other (see 
reference)

• mVIE: Memetic Viability Evolution for Constrained Optimization [2016]. 
IEEE Transactions on Evolutionary Computation 20, 1 (2016), 125-144 



Evaluation (cont. I)
Pharmacodynamics for Tumor Growth

Find optimal treatment schedule

to reduce tumour size at        : 

With respect to constraints: 
http://www.iran-daily.com/News/206710.html

http://www.iran-daily.com/News/206710.html


Evaluation (cont. II)
Pharmacodynamics for Tumor Growth

Find optimal treatment schedule

to reduce tumour size at        : 

With respect to constraints: 



Evaluation (cont. III)
Pharmacodynamics for Tumor Growth

Find optimal treatment schedule

to reduce tumour size at        : 

With respect to constraints: 



Conclusion

1. CCMA-ES is a novel optimization algorithm for constrained black box settings

2. CCMA-ES is outperforming state of the art methods

3. due to its algorithmic structure it is easily parallelizable and hence well suited for HPC 

applications



We at the CSE-Lab are building Korali, a high-performance computing framework for 
optimization and Bayesian uncertainty quantification of large-scale computational models.

Soon available here: https://github.com/cselab

Optimization: 
• CMA-ES
• CCMA-ES
• Plotting & Analysis Tools
UQ:
• TMCMC

Support for parallel execution (pthreads, MPI, UPC++) and GPU based computational models
Backend implemented in C++
Interface for Python

Outlook

https://github.com/cselab


Appendix



(μ, λ)-CMA-ES Updating Rule



Examples 2006 CEC  Test Problems

g09: speed-up ~5.5 (best) g19: speed-up ~0.8 (worst)
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