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� A new skeletal diesel surrogate model is developed for combustion and soot modelling.
� When liftoff lengths drop, local equivalence ratio of the rich premixed core rises.
� In-cylinder phenomena in a two-stroke, uniflow-scavenged marine engine are studied.
� The averaged NO concentration is 7.7% lower as soot radiation is considered.
� Total heat transfer to walls is 30% higher as soot radiative heat loss is considered.
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a b s t r a c t

In this reported work, multi-dimensional computational fluid dynamics studies of diesel combustion and
soot formation processes in a constant volume combustion chamber and amarine diesel engine are carried
out. The key interest here is firstly to validate the coupling of a newly developed skeletal n-heptane mech-
anism and a revised multi-step soot model using laser extinction measurements of diesel soot obtained at
different ambient pressure levels in an optical accessible, constant volume chamber experiment. It is
revealed that ignition delay times and liftoff lengths generated using the new skeletal model are close to
those produced by the larger and more comprehensive chemical mechanisms, apart from those at the
low pressure condition. The current study also demonstrates that the variation of averaged soot volume
fractionwith respect to the change of combustion chamber pressure captured using the revised sootmodel
agrees reasonably well with the measurements in terms of peak values. The numerical model is subse-
quently applied to investigate the flamedevelopment, soot/nitrogenmonoxide formation and heat transfer
in a two-stroke, low-speed uniflow-scavengedmarine diesel engine operating at full load condition, where
optical measurements are not available. Comparisons to the experimental data show that the simulated
pressure rise starts 1.0 crank angle degree in advance and the calculated peak pressure is 1.7% lower. The
associated flame liftoff length is negligible, yielding higher local equivalence ratio and soot volume fraction
values as compared to those under similar test condition in the constant volume chamber. With the use of
the revised model, the total heat transfer to the walls calculated when soot radiative heat loss is taken into
account is approximately 30% higher compared to that when only convective heat loss is considered. The
averaged nitrogen monoxide concentration is 7.7% lower when both convective and soot radiative heat
losses are accounted for but the net soot mass production is less sensitive to soot radiation. A sensitivity
study reveals thatneither increasingnordecreasing the soot absorption coefficient by30% fromthebaseline
setup is influential to nitrogen monoxide formation, soot mass production and heat transfer. The findings
here aid to gain insights and provide a better understanding of the combustion and soot processes in large,
uniflow-scavenged marine engines. The numerical model developed in this work can also be applied to
explore different phenomena in this combustion system.
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1. Introduction

Large two-stroke marine diesel engines dominate as prime
movers for cargo ships due to their high efficiency and reliability.
In 2016, the International Maritime Organisation has enforced
new regulations for marine engines, with the aim to reduce emit-
ted pollutants for instance, to reduce the nitric oxides (NOx) by
80%. Various experimental and numerical works have been carried
out to aid in complying with the increasingly stringent regulations
[1,2]. Producing engines for low emission limits without lowering
the fuel efficiency is a challenging task. Indeed, both fuel efficiency
and formation of emissions are strongly dependent on the combus-
tion characteristics, which is a result of fuel spray development
such as droplet breakup, evaporation and mixing with air. Mean-
while, the in-cylinder flow plays a significant role in influencing
the aforementioned processes. For an effective control strategy of
emissions formation, a detailed understanding of these processes
is particularly important. This can be achieved through the mea-
surements from optical diagnostics such as OH⁄ chemilumines-
cence, laser induced incandescence, laser extinction and two-
colour imaging method in high-pressure combustion environment
[3–9]. These optical diagnostics experiments were initially carried
out in constant volume combustion chambers [3–6] and small
bore, high-speed engines [7–9]. Over the last decade, optical diag-
nostics research has been extended to medium- and low-speed
marine engines as well as constant volume chambers under condi-
tions relevant for marine engines. These experiments provide in-
situ information regarding the in-cylinder velocity [10], fuel jet
development [11,12] and flame development [11]. Nevertheless,
comprehensive experimental investigations to elucidate the in-
cylinder events are costly and time consuming owing to the com-
plex nature of the combustion and emissions formation processes.
Implementation of optical diagnostics under marine diesel engine
relevant conditions is even more challenging due to the much
higher level of deposits from combustion and lubrication on optical
lenses. Also, the optical view is small relative to the cylinder size of
large marine diesel engines, limiting a complete monitoring of the
in-cylinder events. To date, reliable quantitative measurements
under such conditions are limited.

As an alternative, numerical tools have been used to offer the
opportunity to expand on the limited details of experimental mea-
surements through a more cost-effective manner. Zero-
dimensional multi-zone models are one of the efficient tools to
achieve this purpose [13–15]. Multi-zone models apply the simple
quasi-dimensional concept to represent the actual geometry of
three-dimensional (3-D) combustion chambers. The computational
domain is divided into different zones based on temperature inho-
mogeneity and chemical kinetics is then integrated into these
zones separately. Incorporation of comparatively large chemical
mechanisms into multi-zone models is still practical in terms of
computational runtime [13–15]. These models perform reasonably
well in predicting the temporal pressure and heat release rate
(HRR) profiles and the exhaust NOx and sulphur oxides (SOx) levels.
However, the in-cylinder flow field is not resolved, prohibiting the
simulation of scavenging process which plays an important role to
determine the marine engine performance. Due to the absence of
the flow field, Cordtz et al. [15] implemented a mixing constant
and calibrated the value based on exhaust nitrogen monoxide
(NO) concentrations for different engine speeds to account for
the effects due to air-fuel mixing. Nevertheless, this reduces the
robustness of the model. In addition to this, multi-zone models
do not provide detailed information regarding fuel spray develop-
ment as well as spatial distribution of the flame and emissions.
Although implementation of multi-dimensional computational
fluid dynamics (CFD) models is more computationally expensive,
it is more robust and useful in providing details of the in-
cylinder phenomena [2,16–19]. For instance, Andersen et al. [16]
performed CFD analyses of the scavenging process in the
4T50ME-X test engine at MAN Diesel & Turbo. Their CFD models
considered the full engine geometry including a moving piston
and valve combined with time resolved measurements as bound-
ary and initial conditions. The ignition/combustion process was
not simulated and a transport equation for a passive scalar was
solved to evaluate the mixing of burned gases with the fresh air.
Sigurdsson et al. [17] also performed CFD analysis of the scaveng-
ing and heat transfer processes for the same test engine. In order to
reduce computational expenses, a 12� sector domain was used,
considering one of the thirty scavenge ports. Therein, the main
focus was to simulate the scavenged flow and heat transfer in
the test engine but not the pollutant formation. Hence, the com-
bustion process was simulated by implementing a time dependent
heat source based on the experimentally determined HRR. 3-D CFD
investigation of ignition/combustion and pollutant formation
events in large, low-speed uniflow-scavenged marine engines
remains rare.

Numerical works which are closer to such application can be
attributed to combustion modelling of four-stroke, medium-
speed, direct injection marine diesel engines presented by Kilpinen
[2], Kaario et al. [18] and Taskinen [19]. Simple chemistry was used
to simulate the fuel oxidation and combustion process. Chemical
equilibrium or partial equilibrium assumptions were applied to
estimate formation of hydroxyl (OH), hydrogen atom (H) and oxy-
gen atom (O) which are pertinent to pollutants formation e.g. the
NO formation [2,18,19]. However, in the flame zone, O and OH
can be formed in quantities well over equilibrium. NO is formed
via the Zeldovich reactions much more rapidly than it is when O
atoms are in equilibrium. Calculation of super-equilibrium radical
concentration becomes complex and must be integrated with the
fuel oxidation kinetics [20]. Furthermore, soot precursor chemistry
was not considered. Merely simple one- or two-step soot model
were applied, based on the assumption that soot formation is
direct decomposition from fuel species. Although this approach is
proven to successfully capture the exhaust soot quantity, such val-
idation does not guarantee that the in-cylinder soot level is cor-
rectly estimated. Comparisons of numerical results from the
literature also show that the peak to exhaust soot levels vary sig-
nificantly, depending on the soot precursor chemistry and soot
model implemented [21,22]. Indeed, the performance of simple
soot modelling approach in simulating the local soot volume frac-
tion (SVF) in high-pressure environment is rarely validated. Such
soot history is however, an important input to compute the soot
radiative heat loss and soot deposition. Coupling of chemical
kinetic mechanism and a revised phenomenological multi-step
model can be promising for the prediction of SVF at high pressure
and for the estimation of the variation of SVF with respect to ambi-
ent pressure levels. The model validation nonetheless was based
on soot measurements of n-heptane spray combustion [23]. The
soot model parameters may not be applicable to predict the soot
quantity in diesel spray flames.

Set against this background, the novelty of the present work
consists of developing a skeletal chemical kinetic mechanism
which is computationally efficient for 3-D CFD large bore marine
engine simulations yet sufficiently comprehensive to include spe-
cies essential for pollutant formation predictions. In addition, the
current work further validates and optimises the revised phe-
nomenological multi-step soot model proposed by the authors
[23] using laser extinction measurements of diesel soot at various
ambient pressure levels [3]. By incorporating the in-house chemi-
cal mechanism, optimised soot model parameter as well as turbu-
lence/velocity fields obtained from previous scavenge flow
simulations [17], the present work aims to numerically investigate
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in-cylinder phenomena in a large, low-speed uniflow-scavenged
marine diesel engine, operating at full load condition where optical
measurements are not available. The flame development, soot for-
mation/oxidation processes and the associated soot radiative heat
loss are of main interests here.

The remainder of the paper is structured such that the diesel
surrogate fuel models used in this work are first described, with
an emphasis on the development and validation of the new skele-
tal n-heptane model. The subsequent section of the paper details
the CFD formulation and setup. This is followed by the descriptions
of the initial condition and mesh configuration for both constant
volume chamber and marine engine. Model validation based on
the optical measurements is performed next. In the consequent
section, numerical analysis of the in-cylinder events of the marine
diesel engine is presented. Key conclusions from the work are
highlighted in the final section of the paper.
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Fig. 1. Calculated ignition delay times using the 30 species mechanism and the base
counterpart at equivalence ratios of (a) 0.5, (b) 1.0 and (c) 2.0.
2. Numerical formulation and setup

2.1. Diesel surrogate fuel models

Recent experimental and numerical studies have highlighted
that aromatic and/or cycloparaffin chemistries have to be consid-
ered in the initial fuel composition in order to simulate the soot
precursor formation [24–26]. It has been demonstrated in the sim-
ulations where the flame temperature changes, diesel fuel surro-
gate models which neglect aromatic/cycloparaffin chemistries in
the initial fuel composition failed to replicate the variation of SVF
[25,26]. This is attributed to the absence of soot precursor forma-
tion pathways through the oxidation of aromatic/cycloparaffin
compounds and these reaction rates are strongly dependent on
the flame temperature. In such cases, implementation of multi-
component chemical mechanisms which consider aromatic/cy-
cloparaffin chemistries in the initial fuel composition is essential
[25]. Exclusion of these chemistries from the initial fuel composi-
tion is however acceptable when the flame temperature does not
vary significantly among the cases. With the use of a single-
component n-heptane chemical mechanism, Vishwanathan and
Reitz [27] successfully captured the change of SVF with respect
to the variations of injection parameters such as injection pressure,
nozzle diameters and fuel mass delivered. Variations of these
parameters do not affect the thermochemical state and the result-
ing flame temperatures in all their test cases are similar. In the pre-
sent work, the ambient pressure is the main varying parameter and
such variation is not expected to influence the flame temperature
significantly. As such, n-heptane chemical mechanisms which gen-
erally have relatively small chemistry size are of main interests
here in order to minimise the computational cost, particularly for
the marine diesel engine simulations.

Different skeletal n-heptane mechanisms were developed in the
past decades for the simulation of diesel engine combustion simu-
lations. To-date, one of the most compact models was developed
by Patel et al. [28]. Their mechanism which consists of 52 reactions
with 29 species is adopted here. The current work also evaluates
the performance of the 44 species and 68 species mechanisms
which were constructed by Liu et al. [29] and Lu and Law [30],
respectively. Apart from these, a 30 species mechanism is devel-
oped based on a further reduction of the skeletal model con-
structed by Pang et al. [31]. The first step in the mechanism
reduction is removing species and reactions involved in the forma-
tion to benzene ring. Based on the previous sensitivity study, spa-
tial and temporal evolution of Polycyclic Aromatic Hydrocarbon
(PAH) formation and acetylene (C2H2) are identical in cases with
high flame temperature of around 2700 K i.e. those operating with-
out engine gas recirculation (EGR) [23]. As such, C2H2 serves as a
good candidate as soot precursor. Seven species and twenty-
three reactions involved in benzene ring formation are hence
removed. The second step is implementing the directed relation
graph method with error propagation method to identify the irrel-
evant species [32]. The targeted conditions include eight initial
temperatures (650 K, 750 K, 850 K, 950 K, 1050 K, 1150 K, 1250 K
and 1350 K) and three equivalence ratios (0.5, 1.0 and 2.0) at an
initial pressure of 41.0 bar. Unimportant species and the associated
reactions are then eliminated. The final mechanism consists of 30
species and 68 reactions. Comparisons of ignition delay timings
(IDTs) generated using the 30 species mechanism and its base
counterpart provided in Fig. 1 demonstrate that the performance
of the reduced model retains, although divergence is observed for
temperature above 1050 K at the lean condition. The maximum
relative difference remains below 11.0% for initial temperatures
of 950 K and below at all three equivalence ratios. Performance
of these four mechanisms in predicting IDTs and flame liftoff
lengths is discussed in Section 3.1.2, by comparing the associated
simulation results against optical measurements presented by
Pickett and Siebers [3].
2.2. CFD submodels

Diesel spray combustion simulation in this work is performed
using the CFD commercial code, STAR-CCM+ version 10 [33]. The
Eulerian–Lagrangian framework is utilised to solve the two-phase
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flow of diesel spray jet. Rosin–Rammler is applied to model the fuel
droplet size distribution while the Kelvin Helmholtz–Rayleigh Tay-
lor (KH–RT) is implemented to simulate the secondary spray
breakup. The KH–RT model constant which governs the breakup
rate, B1 is set to 25. This is calibrated based on the liquid penetra-
tion length (LPL) of the non-reacting spray case in the constant vol-
ume chamber. As such quantitative measurement is not available
for the marine test engine setup, the same B1 value is used in the
baseline setup for the marine engine simulation. The effect of this
parameter on overall spray combustion characteristics is then
studied. In addition, the Ranz–Marshall correlation is implemented
to calculate the droplet heat transfer with the surrounding gas
phase. The diesel liquid properties are represented by those of n-
tetradecane since the thermo-physical properties of this compo-
nent deviate by only 8% when compared to those of diesel, among
the fuel range of cyclohexane (C6H12) to heneicosane (C21H44)
examined by Lin and Tavlarides [34]. The fuel droplet temperature
used in each case is provided in Table 1.

The turbulent flow is modelled using the Unsteady Reynolds
Averaged Navier-Stokes (URANS) method in both constant volume
combustion chamber and marine engine simulations. In the for-
mer, the standard k–e model is used and the value of C1 is
increased from 1.44 to 1.55 according to its approximation for
round jets [23]. On the contrary, Sigurdsson et al. [17] found that
standard k–e model is not appropriate to simulate the tangential
velocity profiles of the uniflow scavenging process in the present
marine test engine. Instead, comparisons of experimental and
numerical results showed that both the Renormalisation Group
(RNG) k–e and k–x Shear Stress Transport (SST) models repro-
duced the tangential velocity reasonably well. As the RNG k–e
model is by default not available in the code, the k–x SST model
is applied in the marine engine simulations. The well-stirred reac-
tor model is implemented, by which the sub-grid turbulence-
chemistry interaction effects are not considered. Chemical mecha-
nisms are incorporated into the CFD code through the implemen-
tation of DARS-CFD toolkit which manages the complex chemical
reactions [33].

Soot models which are more computationally affordable and
broadly applied in CFD simulations and industrial-level design of
diesel engines are of main interests here. Two transport equations
are solved for soot mass fraction and soot particle number density
in the model [35]. Detailed descriptions of the model can be found
in the previous work [23,25]. Here, only the expressions for the
soot surface growth rate, xsg (in the unit of kmol m�3 s�1) are
provided.

xsg;conv ¼ 6000 � exp 12100
T

� �
� S0:5soot � ½C2H2� ð1Þ

xsg;rev ¼ 14 � P
Pref

� �1:4

� exp 12100
T

� �
� S0:5soot � ½C2H2� ð2Þ

Here, [C2H2] is the molar concentration of acetylene. T and P denote
the local temperature and pressure, respectively. Ssoot is the soot
Table 1
Operating conditions and injection profiles for non-reacting and reacting sprays.

Constant volume chamber Marine engine

[O2] 0 21% 21% 21% 21% 21%
qt=0 [kg/m3] 22.8 7.3 14.8 30.0 56.3 57.3
Pt=0 [bar] 67 19.6 38.6 80.0 150.0 152.9
Tt=0 [K] 900 950 950 950 950 924
Orifice diameter [mm] 0.09 0.1 0.1 0.1 0.1 1.05
Fuel mass delivered [mg] 13.77 17.8 13.5 13.94 13.94 44.6 � 103

Injection duration [ms] 6.1 6.5 4.9 4.87 4.87 31.2
Fuel temperature [K] 373 436 436 436 436 400
Minimum cell size [mm] 0.25 2.5
Time-step size [ls] 0.4 4.0
specific surface area. The subscripts conv and rev in Eqs. (1) and
(2) represent the conventional and revised surface growth submod-
els, respectively. Lastly, Pref is the reference pressure which is set to
1.0123 bar. Development and validation of the revised model was
carried out in the previous work using an open-source CFD code
[23]. In the present work, the reaction rates of the surface growth
process described by Eqs. (1) and (2) are implemented using user-
defined field functions.

Radiation modelling is neglected in the constant volume cham-
ber simulation as experimental measurement revealed that the
radiative heat loss is not significant in this setup [36]. In the marine
diesel engine test case, greater amount of fuel is delivered through
a larger nozzle diameter at lower injection pressure. In addition,
the flame size is expected to be much larger due to the larger noz-
zle diameter. Furthermore, no EGR is considered and the engine
operates at full load condition in the selected test case. The soot
formation rate is expected to be higher and may lead to greater
soot radiative heat loss. Soot radiative heat loss calculation is
hence performed using the discrete ordinates method (DOM).
The Planck mean absorption coefficient, jsoot (in the unit of m�1)
as shown in Eq. (3) is used to define the soot absorption coefficient
[37–39].

jsoot ¼ C0 � SVF � T ð3Þ

T is the local temperature and C0 is a constant set to 1862 in the
baseline setup [37]. Soot particles are generally small and the scat-
tering process is negligible. The scattering coefficient is hence
assumed equal to 0. Gas radiation modelling is deliberately not con-
sidered such that the effects from soot radiation alone can be iden-
tified. Wall temperatures of cylinder head, valve and piston are
fixed at 523 K, 873 K and 673 K, respectively [17]. The liner temper-
ature is set to 423 K which is an averaged value of the linear profile
measured experimentally and used by Sigurdsson et al. [17]. All the
walls are assumed grey with emissivity equal to 0.8. The order of
the DOM approximation is listed as an Sn approximation. The num-
ber of rays is set to S4 approximation in the present work. Based on
a sensitivity study, this configuration produces results which are
sufficiently close to that of higher number of rays in terms of heat
transfer as well as formation of NO and soot.
2.3. Initial condition and mesh configuration

2.3.1. Constant volume chamber
Model validation in this work uses experimental measurements

of transient diesel sprays in a constant volume chamber, where the
injector is mounted at the centre of the chamber [3,4]. Operating
conditions and the corresponding injection profiles of the test
cases are summarised in Table 1. In the non-reacting spray test
case, O2 mole fraction is set to zero. The ambient temperature
and density in the non-reacting case are fixed at 900 K and
22.8 kg/m3, respectively [4]. As depicted in Table 1, the ambient
temperature of 900 K is close to that in the reacting cases while
the ambient density of 22.8 kg/m3 in this test case is an intermedi-
ate value among those in reacting test cases. Likewise the initial
conditions used in the experiment [3], the ambient temperature
is fixed at 950 K while the ambient densities are varied from 7.3,
14.8 to 30.0 kg/m3. This corresponds to ambient pressure of 18.6,
38.6 and 80.0 bar, respectively. A numerical experiment is also car-
ried out in which the initial pressure is further increased to
150.0 bar, with the aim to imitate the pressure level in the marine
diesel engine. For all the reacting and non-reacting cases, the initial
velocity is set to zero. The initial turbulence kinetic energy is set to
0.735 m2/s2, which is based on an estimation of the experiment,
while the initial turbulence dissipation rate is set to 5.67 m2/s3

[23].
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A 2-D axisymmetric mesh is employed here in which the axial
length is adjusted to reproduce the actual combustion chamber
volume which has a cubical shape with side lengths of 108 mm.
A coarser mesh up to 4.0 mm is used outside the spray combustion
region in order to reduce the computational cost while a cell size of
0.25 mm is used for both radial and axial directions within the
spray combustion region. Ignition and combustion occur at a fur-
ther upstream location towards the injection tip in test cases at
ambient pressure of 38.6 bar and above. For these cases, the
0.25 mm � 0.25 mm grid is constructed up to 70 mm from the
injection tip. This is shown in Fig. 2(a). The resulting computational
grid has 23,030 cells. At low ambient pressure of 18.6 bar, the igni-
tion occurs later and at a further downstream location. The
0.25 mm � 0.25 mm region is hence extended along the spray axis
to ensure the cell size is sufficiently fine to capture the combustion
and flame propagation. The number of cells increases to 38,640.
The time-step size is fixed at 0.4 ls and the associated, maximum
local Courant number is found to be lower than 0.4.
Local 
refinement 

region

Cylinder head

Liner Piston surface

Cyclic boundary

(b)
Side view

Top view

Liner

Fig. 2. Cross sections of computational grids for (a) constant volume chamber and
(b) marine diesel engine.
2.3.2. Marine diesel engine
The simulated engine is the MAN Diesel & Turbo 4T50ME-X

research engine. Details of the engine specification were provided
by Sigurdsson et al. [17]. The simulations performed here consider
only one engine cylinder and initiate from Top Dead Centre (TDC).
The in-cylinder temperature and pressure at TDC in the current test
caseare set to924 Kand152.9 bar, respectively, similar to thoseesti-
mated in the experiment. The initial flowfield and turbulence inten-
sity are mapped from the previous work [17]. The in-cylinder swirl
motion at TDC corresponds approximately to a solid body rotation
with 21 m/s near the wall and a no-slip condition is applied at each
wall boundary. The turbulentkinetic energyhas amaximumvalueof
10 m2/s2 at the centre of the cylinder and gradually decreases to
2.35 m2/s2 for cells adjacent to the walls. On the other hand, the
specific dissipation rate has a rather uniform value of 299 s�1

throughout the bulk gas region and increases exponentially to a
higher value of 69,095 s�1 near the walls. The engine speed in this
case is 123 rev/min and a sinusoidal function is used to define the
movement of the piston during compression/expansion.

Two injectors are fitted at each side in the cylinder and each of
the injector consists of four nozzle holes with diameter of 1.05 mm.
The symmetry imposed by the two identical injectors allows a 180�
sector mesh to be used to represent half of the combustion cham-
ber. The 180� section of the combustion chamber provides suffi-
cient domain space to resolve the injection/combustion process
while retaining high level of computational efficiency. For simplic-
ity, the piston, cylinder head and exhaust valve geometries are
modelled using plane surfaces with sharp edges. However, care is
taken, to ensure that the compression volume and the effective
flow areas in the model are the same as in the physical engine
[17]. Similar to the mesh configuration used in the constant vol-
ume chamber, the cell at the vicinity of spray combustion region
is locally refined. For the mesh at TDC, the minimum isotropic cell
size is 2.5 mm at the vicinity of the injection tip. Otherwise, a lar-
ger cell size of 5 mm is used. Towards each wall boundary, the
mesh resolution is designed to be finer in an exponential manner
in order to comply with the required y+ values for the wall treat-
ment of turbulence modelling [17]. Cells adjacent to each wall have
a thickness of approximately 5.0 � 10�3 mm. The final computa-
tional grid consists of approximately 290,000 cells. Cross sections
of the grid from top and side views can be found in Fig. 2(b). The
time-step size is fixed at 4.0 ls in the baseline setup. In general,
the maximum Courant number is found to retain below 0.4,
although there are spikes which reach 0.65. A sensitivity study is
performed in Section 4.1.1 to evaluate the effects of spatial and
temporal resolution on the numerical results.
3. Constant volume chamber simulations

The first part of this section demonstrates the comparisons of
CFD simulation results against experimental liquid and vapour
penetration lengths. It is followed by the validation of the calcu-
lated IDTs, liftoff lengths and averaged SVF of reacting sprays using
measured data. The simulated fuel penetration length, IDT and lift-
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off length are defined by the same criteria used in the previous
work [23]. Effects of ambient pressure on to flame structure and
soot characteristics are then studied.
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3.1. Numerical model validation

3.1.1. Liquid and vapour penetration lengths
In the present study, it is noticed that when a coarser mesh is

used, the C1 value of the standard k–e model has to be increased
to a higher value in order to match the experimental vapour pen-
etration length. In contrast, when a finer mesh is used, the value
which is closer to the default value of 1.44 can be implemented.
However, the number of cells increases and the associated compu-
tational runtime increases unnecessarily. The cell size within the
spray combustion region is thus fixed at 0.25 mm for both radial
and axial direction. Implementation of this spatial resolution pro-
duces results which are close to those calculated using a cell size
of 0.125 mm. This cell size also corresponds to the minimum cell
size recommended by the Engine Combustion Network [40]. Com-
parisons shown in Fig. 3(a) reveal that the numerical model repro-
duces the experimental liquid and vapour penetration lengths
reasonably well. Although both penetration lengths show minor
discrepancies in the first 0.5 ms, the simulated and experimental
results agree with each other at quasi-steady state.
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Fig. 3. Comparisons of experimental measurement and simulated (a) liquid and
vapour fuel penetration lengths as well as (b) ignition delay times and (c) liftoff
lengths using various n-heptane mechanisms at different ambient pressure levels.
3.1.2. Ignition delay time and flame liftoff length
As seen in Fig. 3(b), the IDTs are reasonably well predicted with

the use of the all four mechanisms. The maximum relative differ-
ence remains below 33% as compared to the experimental data,
apart from that calculated using the 29 species mechanism for
the 18.6 bar condition. IDT in the 18.6 bar case calculated using
the 29 species mechanism is more than twofold greater as com-
pared to the measurement. Due to the overestimated IDT, the
flame stabilises at a further downstream location, yielding a rela-
tively long liftoff length, as illustrated in Fig. 3(c). This is partially
attributed to the implementation of a surrogate single step reac-
tion R1 to represent the cool-flame reactions. Cool-flame reactions
are originally described by three reaction classes of heptylperoxy
radical isomerisation (C7H15O2@C7H14OOH), addition of C7H14OOH
to O2 and isomerisation of O2C7H14OOH. Also, a pressure depen-
dent reaction as expressed by R2 was absent from the 29 species
mechanism [41].

C7H15O2 þ O2 $ C7KET12 þ OH ðR1Þ
CH3OðþMÞ $ CH2OþHðþMÞ ðR2Þ

At 18.6 bar, liftoff lengths predicted by the 30 and 44 species
mechanisms are 21 and 11 mm, respectively shorter than the
experimental value. Nonetheless, both of these mechanisms calcu-
late accurate liftoff lengths at higher ambient pressure levels. Lift-
off lengths calculated using the 68 species mechanism show
overall the best agreement, although they are consistently overes-
timated. Experimental IDT and liftoff length are not available for
the 150.0 bar test case. Comparisons among the numerical results
show that the IDTs and flame liftoff lengths do not vary signifi-
cantly from one another at such high pressure. While the 29 spe-
cies mechanism has the smallest chemistry size, this mechanism
does not consist of C2H2 which is essential for soot formation mod-
elling. Implementation of the larger two mechanisms, on the other
hand increases the computational cost unnecessarily. For example,
computational runtime required by the 44 and 68 species mecha-
nisms are 1.5- and 2.2-fold longer than that of the 30 species
mechanism in the 84 bar test case. Moreover, runtime required
by the 29 and 30 species mechanisms has a difference of only
10%. This shows that the use of the 30 species mechanism achieves
a balance between computational efficiency and accuracy. This
mechanism is henceforth selected for the subsequent soot mod-
elling and marine engine simulations.

3.1.3. Averaged soot volume fraction
Performance of both conventional and revised multi-step soot

models is evaluated on the basis of averaged SVF at several axial
locations along the spray axis. The experimental data also serves
as a reference to calibrate the soot model constant prior to simulat-
ing the SVF in the test cases where the in-situ measurements are
not available. The averaged SVF at each axial position is calculated
using Eq. (4),

Averaged SVF ¼ 1
rs

Z rs

0
SVF � dr ð4Þ

where rs is the radius of the soot cloud at different axial locations.
This corresponds with the definition for the experimental averaged
SVF [3]. As shown in Fig. 4(a), no soot formation is observed in the
18.6 bar experimental case. However, the conventional multi-step
soot model overestimates the soot production at this ambient pres-
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sure. It is noticeable that, the overprediction of SVF is not entirely
due to the underestimated liftoff length by the 30 species mecha-
nism. Fig. 4(a) also includes the averaged SVF calculated using the
combination of 68 species mechanism and conventional multi-
step soot model. The predicted soot formation remains noticeable.
On the other hand, the revised soot multi-step model predicts aver-
aged SVF values of lower than 1 ppm, regardless the use of the 30 or
68 species mechanism.

As illustrated by Fig. 4(b) and (c), the conventional multi-step
soot model predicts averaged SVF value in the 38.6 bar case but
underestimates that in the 80.0 bar case. As a result, the associated
peak averaged SVF merely increases by a factor of two. This incre-
ment is much lower than that recorded in the experiment, where
the peak averaged SVF in the 80.0 bar case is approximately sixfold
higher. Rise of the peak averaged SVF calculated by the revised soot
model is approximately eightfold, which is closer to the experi-
mental observation. The overestimation of averaged SVF is attribu-
ted to narrower soot cloud in cases with higher ambient pressure
[23]. As such, the integrated soot area is averaged by a shorter
radius, yielding a higher averaged SVF. It is also noticed that abso-
lute SVF values are not accurately predicted using the default
model constant values. This may be expected since the model con-
stant values were calibrated to simulate SVF in n-heptane spray
combustion. Here, a parametric study is carried out for the surface
growth submodel constant, Cg. The parametric study shows that
increasing the model constant value by a factor of two produces
better agreement with the experimental measurements in terms
of peak averaged SVF. Although the calculated and measured peak
locations have a consistent discrepancy of approximately 30 mm,
the difference of peak locations is considered small relative to
the large marine engine cylinder which has a bore diameter of
0.5 m and a stroke of 2.2 m. Using this model constant, the peak
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Fig. 4. Comparisons of experimental measurement and averaged soot volume fraction u
38.7, (c) 80.0 and (d) 150.0 bar. Lines with markers in this figure (a) are results calculat
averaged SVF is 300 ppm at the 150 bar case. This is approximately
fifteen-fold higher than that predicted using the conventional
model. Effects of ambient pressure on flame structure and soot
production are detailed in the following subsection.

3.2. Effects of ambient pressure on flame structure and soot formation

3.2.1. Local temperature and equivalence ratio
Fig. 5 depicts the scatter plot of computational cells in

temperature-equivalence space for four cases with different ambi-
ent pressure levels. Each point on the scatter plot corresponds to a
local property. The local temperature, T is directly extracted from
the simulation results while the equivalence ratio, / value is com-
puted based on the molar concentration of species with element C,
H and O using the Eq. (5),

/ ¼
PNspecies

i¼1 2nCi
½Ci� þ 1

2nHi
½Ci�PNspecies

i¼1 nOi
½Ci�

ð5Þ

where nCi, nHi and nOi are the numbers of C, H and O atoms, respec-
tively, of the ith species, while [Ci] is the concentration of the ith
species in kmol/m3 [42]. In Fig. 5, the ambient gas regime is repre-
sented by low T-low / data points while the region near the injector
is characterised by low T-high / points. Points in between these two
regions i.e. those with low T and variable / correspond to inert mix-
ing between fuel and ambient gas. Different locations in the quasi-
stationary diesel flame structure proposed by Dec [43], including
the rich premixed core and the outer diffusion flame which is
formed between the products of rich premixed combustion and
the ambient gas are also indicated in Fig. 5. The reaction zone struc-
ture in all four cases is similar to a classical diffusion flame. The
maximum temperature occurs at / of approximately unity in the
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diffusion flame. It is noticeable that the maximum local tempera-
ture has a minor difference in these cases. The maximum local tem-
perature in the 150.0 bar case is approximately 50 K higher than
that in the 18.6 bar case. On the contrary to this, the / values are
found to increase with the rise of ambient pressure in the temper-
ature range of 1000–2000 K, within the rich premixed core region.
The difference in / reduces within the diffusion flame where local
temperatures are higher. As aforementioned, the flame liftoff length
reduces when the ambient pressure increases. This reduces the total
amount of air entrained into the fuel jet, yielding a relatively fuel-
rich site. It is also noted that the region with the 10% highest SVF
at all test conditions consistently falls within the / range of 1.6–
2.0 and temperature range of 2200–2350 K.

3.2.2. Soot inception time and individual process rates
Investigation of the effect of ambient pressure on soot forma-

tion focuses on the 38.6, 80.0 and 150.0 bar test cases where soot
formation is pronounced. The first parameter to be studied is the
soot onset. Fig. 6 depicts that the soot onsets occur at the peaks
of the HRR during the premixed combustion (PMC) phase in all
three cases. This shows good agreement with the experimental
results presented by Singh et al. [9], in which revealed that consid-
erable amount of diesel soot is detected at the peak of HRR during
the PMC phase. Rates of formation and oxidation of the quasi-
steady diesel flame jet at these three ambient pressure levels are
plotted as a function of / in Fig. 7 [22]. As demonstrated in Fig. 7
(a) and (b), both the nucleation and surface growth rates peak at
/ of 1.5. The former does not show significant difference in terms
of peak values while the latter varies significantly with the ambi-
ent pressure. This is attributed to the empirical expression as
shown by Eqs. (1) and (2). The surface growth rate is a function
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of square root of Ssoot and ambient pressure dependence is taken
into account while the nucleation rate expression is independent
from these parameters. These collectively give rise to the surface
growth rate as the ambient pressure increases. In addition, the soot
oxidation rates shown in Fig. 7(c) peak at a lower / close to 1.2 and
the value increases with ambient pressure. The oxidation rate is a
linear function of Ssoot. This in turn leads to a larger variation of
peak soot oxidation rate as compared to that of the surface growth
rate. In these quasi-steady diesel flame jet cases, the peak oxida-
tion rates due to OH and O2 are found to be comparable.

In summary, this section shows that IDT and liftoff length at
varying ambient pressure levels in the constant volume chamber
are successfully captured by the proposed models. This subse-
quently leads to a reasonably accurate prediction of the averaged
SVF. The onset of soot corresponds well with the HRR peak of the
premixed combustion phase. This is consistent with the experi-
mental results obtained by Singh et al. [8]. Apart from these, the
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simulated temperature and / agree well with experimental results
from the literature.
4. Marine diesel engine simulations

Upon the model validation in Section 3, the numerical models
are hereafter applied to investigate the in-cylinder phenomena
under marine diesel engine-like conditions. Effects of temporal
and spatial resolutions as well as different physical models are first
evaluated through a sensitivity study. Section 4.2 subsequently
emphasises on the investigation of the associated flame develop-
ment, emissions formation and heat transfer processes.

4.1. Sensitivity studies

4.1.1. Computational cell and time-step sizes
Fig. 8(a) depicts comparisons of pressure and HRR curves gener-

ated using different computational cell and time-step sizes. As can
be seen, although the overall pressure and HRR curves are reason-
ably estimated using a larger time-step size of 8.0 ls, a sharp spike
in the HRR plot is observed. This is due to a steep pressure rise near
ignition. On the other hand, results generated using 4.0 ls in the
baseline setup are sufficiently close to those using 2.0 ls. Results
in Fig. 8(a) also show that the HRR profile generated using the com-
putational mesh without local refinement diverges from experi-
mental data, showing a second rise at approximately 17.5 CAD
ATDC. This is attributed to the stretching of cells in the axial direc-
tion. In this case, the injection period falls between 1.2 and 23 CAD
ATDC. When local refinement is not applied, the cell size in the
axial direction is elongated to approximately 8 mm at 17.5 CAD
ATDC. In order to replicate the experimental HRR curve, local
refinement is applied such that the cell size within the fuel spray
region is retained below 5 mm during the injection period.

4.1.2. Physical models
Comparisons to the experimental data provided in Fig. 8(b)

show that the simulated pressure rise starts 1.0 crank angle degree
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Fig. 8. Comparisons of pressure and heat release rate profiles using (a) different
spatial and temporal resolutions and (b) different physical models.
(CAD) in advance and the calculated peak pressure is 1.7% lower. A
sensitivity study is carried on the B1 value of the KH–RT model
which normally varies from 1.73 to 60, depending on the injection
specifications. Increasing this value leads to slower breakup and
subsequently the ignition delay period could become longer.
Nonetheless, as the B1 value is increased by a factor of two to 50,
prediction of IDT is not improved but a second rise in the HRR
curve is observed. This is attributed to the slow breakup. Relative
large amount of fuel droplets exist and start to burn only at a later
CAD. HRR calculated using B1 value of 25 in the baseline setup
starts to form a ‘plateau’ which gives a similar shape as shown
by the experimental data. This value is henceforth fixed in the sub-
sequent simulations.

4.2. In-cylinder phenomena

4.2.1. Flame structure and individual soot process rate
The T–/ relation at different CADs is illustrated in the scatter

plots in Fig. 9. Cell having / values ranging from 1.5 to 3.0 first
reach temperature of 1200 K near the injector at 1.30 CAD ATDC,
approximately 0.135 ms after start of injection (SOI). At 1.35 CAD
ATDC, the local temperature reaches around 1700 K and this cell
has a high / value of 4.0. This high temperature site initially
appears at the bottom of the fuel jet but soon after (approximately
10 ls), high temperature is also observed at the top of the fuel jet.
This observation is different from the optical measurement per-
formed by Hult et al. [11]. This can be due to in-cylinder charge
temperature distribution. In their experiment, the estimated
charge temperature at SOI was lower than the exhaust valve tem-
perature. The charge near the exhaust valve was gradually heated
up and had a higher temperature. The mixture at this region hence
started to ignite. In the simulation case here, the charge tempera-
ture at SOI is higher than the exhaust valve temperature and the
aforementioned phenomenon is not observed. At 1.50 CAD ATDC,
the conventional T–/ map starts to form and the highest tempera-
ture cells are found near / of 1.0. This indicates that ignition occurs
first at the fuel-rich region prior to establishing a diffusion flame.

Fig. 10 depicts the T–/map for the diesel spray flame at 3.0 CAD
ATDC. At this CAD, the flame has fully developed but has not
impinged on the piston surface. The overall T–/ scatter plot agrees
well with that observed for the quasi-steady diesel spray flame jet
in the constant volume chamber. Akin to the quasi-stationary
spray jet, the maximum temperature is around 2850 K. However,
there exists a region which is richer. The total fuel amount deliv-
ered through the four nozzles is much greater than that in the con-
stant volume chamber case. In addition, the maximum injection
velocity is approximately twofold lower in the marine diesel
engine case, yielding a substantial decrease in liftoff length [3].
The liftoff length in the marine diesel engine case is 1.3 mm which
is negligible relative to the flame size, allowing only a small
amount of air to entrain into the upstream of the fuel jet. Fig. 10
also highlights that soot particles distribute across a wider range
of / values. High soot concentration is observed at local tempera-
ture of 1300 K and / of 1.5 to approximately 8. This is different
from that observed in the quasi-steady diesel spray jet. The maxi-
mum SVF here is found to be fourfold higher than that in the quasi-
steady diesel jet. This is attributed to the greater fuel amount as
well as the higher equivalence ratio due to the shorter liftoff length
as discussed earlier.

Fig. 11(a) and (b) provides the scatter plot of / against nucle-
ation and surface growth rates, respectively. Both peak nucleation
and surface growth rate values in the two test conditions are in the
same order of magnitude. It is noted that the nucleation rates in
both of these high swirling flow engine and quasi-quiescent con-
stant volume chamber cases are distributed within the identical
region. This process happens at upstream of the flame and is less
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influenced by flow. On the other hand, the surface growth rate is
more broadly distributed since this process occurs at a further
downstream location and is affected by the swirling flow. In paral-
lel with the formation processes, soot oxidation occurs. Fig. 11(c)
illustrates the oxidation rates in both cases. Here, the peak oxida-
tion rate has a much higher value in the engine case and the oxida-
tion rate is mainly dominated by that due to O2. It is worth
mentioning that this pattern retains until approximately 17.5
CAD ATDC. In between 17.5 and 22 CAD ATDC, the OH and O2 oxi-
dation rates become comparable. Thereafter, the OH oxidation rate
dominates. This can be attributed to the consumption of oxygen at
the vicinity of the soot cloud, while the production of OH continues
until the combustion ends.
4.2.2. Spatial and temporal evolution of combustion products
The top view of resampled volume of CH2O, OH, C2H2 and SVF

generated in STAR-CCM version 10 is illustrated in Fig. 12. All the
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layers are semi-transparent to allow inspection of the changes of
concentration as they develop during the injection period. The out-
line represents the edge of the cylinder, while the centreline is the
cyclic boundary where the 180� domain is revolved to full cylinder
to illustrate the in-cylinder event. For better visualisation, the
image background where no combustion products formed is pre-
sented as white. CH2O is monitored in Fig. 12(a) to illustrate the
low temperature chemistry reaction zone. This compound is
formed at the upstream of the flame near the injector. The distribu-
tion of the CH2O slightly extends as the combustion progresses but
remains at the same location throughout the combustion phase.
This highlights that the low temperature chemistry zone is not
influenced by the flow. Fig. 12(b) provides the OH distribution to
indicate high temperature, diffusion flame. On the contrary to
the previous plot, the OH distribution extends gradually along
the spray direction. At approximately 12 CAD ATDC, it is apparent
that the flame is transported by the strong swirling flow. There-
after, the flame is distributed within the entire chamber. Fig. 12
(c) demonstrates the formation of soot precursors and surface
growth species, C2H2. This can also be used to indicate the rich pre-
mixed core. As shown, it is located slightly further downstream as
compared to the CH2O distribution. The volume of the C2H2 cloud
is rather consistent. At 20 CAD ATDC, the cloud size grows due to
absence of O2 at the vicinity of the fuel rich region. This can better
be explained with the total rate of production of C2H2 provided in
Fig. 13. Positive and negative values indicate formation and oxida-
tion of C2H2, respectively. As shown, the rate of production fluctu-
ates until 13 CAD ATDC due to a competition between the
production and oxidation processes. Next the production process
governs for the subsequent 6 CADs while oxidation process is neg-
ligible due to the absence of oxidiser. Corresponding to this, the
C2H2 concentration increases, peaks at approximately 21 CAD
ATDC and drops due to the end of fuel delivery. Lastly, the evolu-
tion of soot cloud is shown in Fig. 12(d). Formation of the soot
cloud is apparent at 3 CAD ATDC. Simulation results indicate that
the soot cloud size in general is smaller than the OH cloud size
and the soot cloud is embedded by the diffusion flame. At approx-
imately 12 CAD ATDC, the associated development is influenced by
the swirling flow. Thereafter, the soot cloud is broadly distributed.

Fig. 14 demonstrates the temporal evolution of total soot mass
and averaged NO concentration calculated with and without con-
sidering soot radiation. For the NO formation modelling, Zeldovich
reactions are added to the fuel model. The Arrhenius parameters
are originated from GRI Mech 2.11 [44] and were used by Easley
and Mellor [45] in their engine study. Results show that the net
soot mass calculated with soot radiation taken into account is
lower at the beginning but higher after approximately 27 CAD
ATDC. As aforementioned, the soot particles mainly exist in the
fuel-rich region but not alongside the high temperature, diffusion
flame in the beginning of the combustion phase. The effect of soot
radiation is hence insignificant on maximum gas temperature. This
implies that the soot oxidation rate does not change since the oxi-
dation process mainly occurs at the outer diffusion flame. In con-
trast, the local temperature within the rich premixed core where
soot formation is dominant becomes lower, leading to a decrease
in soot formation rate. As a result, a minor drop in net soot mass
is observed for the beginning of the production stage when soot
radiation is considered. At the later stage, the temperature is
smoothened through convection induced by the strong swirling
flow. The temperature and the oxidation rate of some regions
become lower, as compared to those calculated without consider-
ing soot radiation. This eventually leads to a higher net soot mass
production. It is also noticed that the soot formation in the current
test case is different from those in other single main injection test
cases which usually show a single peak value before declining.
Here, soot is formed after the ignition but drops at approximately
7 CAD ATDC. The in-cylinder soot mass increases again at 15 CAD
ATDC. This corresponds well with the net production of C2H2 as
discussed earlier. Since the soot formation rate is a function of
C2H2 molar concentration, the soot production profile is strongly
influenced by the C2H2 formation and oxidation. Similar pattern
is observed for soot mass profile calculated using the conventional
soot model but the peak of total soot mass formed is approxi-
mately sixteen-fold lower.

The NO concentration profile is identical to those from the liter-
ature i.e. it increases and becomes stagnant. When the conven-
tional soot model is applied, the overall SVF is much lower,
yielding a decrease in the maximum soot absorption coefficient
by a factor of approximately fourteen. The associated soot radia-
tion hence has almost no impact on the NO concentration predic-
tion. As can be seen, the NO level is lower when the soot
radiation model is coupled with the revised soot model. A relative
difference of approximately 7.7% is observed at 40 CAD ATDC when
the NO formation is saturated. As aforementioned, soot radiation
does not have an impact on the diffusion flame temperature where
NO is formed in the early stage. Therefore, the averaged NO pro-
duction is not significantly influenced. A decrease in the overall
temperature at the later phase of combustion leads to a more
noticeable drop in NO levels. At 90 CAD ATDC, the averaged NO
concentration estimated using the baseline setup is 1554 ppm
which is approximately 1.5-fold greater than the measurement. It
is noticed that the averaged NO concentrations are consistently
overestimated when different sets of Arrhenius parameters are
applied. The results generated using the GRI Mech 3.0 [44] is
slightly lower at 1510 ppm while that calculated with Arrhenius
parameters proposed by Tao [46] is 1.8-fold greater than the exper-
imental concentration. Overestimations of the NO value can be
attributed to two reasons. Firstly, in this two-stroke engine, a part
of the supplied fresh air bypasses the cylinder during the scaveng-
ing process and dilutes the outgoing exhaust gases. As compared to
the averaged NO concentration recorded at 90 CAD ATDC when the
exhaust valve is still closed, the measured exhaust concentration is
lower due the dilution effect. Besides this, gas radiation is not
taken into account in the current work. Important radiating gases,
carbon dioxide and water vapour are formed closer to the forma-
tion of NO. The associated radiation effect is expected to be sub-
stantial on the peak temperature and hence the overall NO
formation.

4.2.3. Heat transfer
The total heat transfer is shown in Fig. 15. Heat transfer calcu-

lated with and without soot radiative heat loss taken into consid-
eration is compared. The spikes in the beginning of the
simulation shown in Fig. 15 are due to the steep temperature gra-
dients between the in-cylinder charge and walls introduced by the
initial conditions. They do not carry any physical meaning. A com-
parison of the total heat transfer calculated when both convective
and soot radiative heat losses are taken into account to that where
only convective is considered suggests that the former could be
30% higher. Yet, the heat losses are relatively low, compared to
those in automotive engines. This is consistent with the numerical
results obtained by Sigurdsson et al. [17]. It is also noted that the
difference of heat transfer is dependent on the formation period
of the in-cylinder soot. All the heat transfer profiles appear to be
similar after approximately 35 CAD ATDC, where the soot is signif-
icantly oxidised. Fig. 15 also shows the effect of SVF level on the
total heat loss. When the conventional soot model is used, the
associated maximum total heat transfer drops to 11% higher than
that in the baseline case.

Different values have been suggested in the literature for the
constant in the Planck mean absorption expression, C0. Here, the
sensitivity of the absorption coefficient on relevant processes is
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assessed, by varying the C0 value from 1307 [38] to 2370 m�1K�1

[39]. These two values are approximately 30% lower and higher,
respectively than the one used in the baseline setup. For the tested
values, no significant difference is observed for net soot mass, aver-
aged NO concentration and total heat transfer (not shown). Also, it
is noteworthy that a function of scattering-to-absorption ratio and
soot refractive index is used to quantitatively relate the optical
thickness to SVF [3]. The quantitative relationship can hence be
affected by uncertainties in the soot optical properties. If the soot
refractive index suggested by Williams et al. [47] is used to relate
the optical thickness to SVF, all the current SVF will have to be
multiplied by a factor of 0.56 [40]. However, the sensitivity study
of the Planck mean absorption coefficient may have indicated that
a decrease of within the same order of magnitude in SVF values is
not influential to the net soot mass, averaged NO concentration
and total heat transfer process for this combustion system. Hence,
the multiplication is not carried out here. With the current SVF val-
ues, a higher possible soot radiative loss is estimated.
5. Conclusions

This work investigates combustion and soot formation pro-
cesses in a constant volume chamber and a marine diesel engine.
A skeletal n-heptane mechanism is developed for this purpose.
The new skeletal mechanism has a compact size of 30 species with
68 reactions, yet it performs well in predicting the IDT and liftoff
length under the tested conditions, apart from that at 18.6 bar.
The fuel model allows direct coupling with a SOx mechanism
[15] and a more comprehensive NOx mechanism since the fuel
model includes essential radicals such as O, H and OH for their
reactions. Reasonably good agreement has also been achieved
between the simulated and experimental peak averaged SVF at
varying ambient pressure levels in the constant volume chamber.
This also indicates that the assumptions to exclude the PAH in
the initial fuel composition and to apply single component fuel
models are valid when the flame temperatures do not vary signif-
icantly among the test cases. The current results also show that
equivalence ratio values within the rich premixed core region
increases with the ambient pressure due to the drops of liftoff
lengths.

The validated chemical and soot models are subsequently cou-
pled with the turbulence intensity and velocity fields calculated
from previous work [17] in order to simulate in-cylinder combus-
tion and pollutant formation in a uniflow scavenged, large marine
diesel engine, operating at a heavily sooting condition where the
optical measurements are not available. Spatial distribution of
OH and soot particles are utilised to explain the effects of soot radi-
ation. This provides insights and a better understanding on the
aforementioned processes. For this test case, the simulated pres-
sure and HRR results agree with the experimental data, although
the simulated pressure rise starts 1.0 CAD in advance and the cal-
culated peak pressure is 1.7% lower. The ignition site and the diesel
flame jet are found forming close to the injection tips. This deteri-
orates the air entrainment to the fuel-rich region. As a result, the
associated local equivalence ratio and SVF values appear to be
higher as compared to those under similar test condition in the
constant volume chamber.

The total heat transfer to the walls calculated when soot radia-
tive heat loss is taken into account is approximately 30% higher
than that where only convective heat loss is considered. Yet, the
total heat losses are relatively low, compared to those in automo-
tive diesel engines. Besides this, the overall effect on the net soot
mass production is minor. When the NO formation is saturated,
the averaged concentration is approximately 7.7% lower. Concen-
trations computed using Arrhenius parameters proposed in the
GRI Mech mechanisms [44] are found closer to the measurement,
although they remain approximately 500 ppm higher. The overes-
timation can be attributed to effects of fresh air dilution and the
absence of gas radiation. Current results also show neither increas-
ing nor decreasing the soot absorption coefficient by 30% from the
baseline setup is found influential to NO, soot mass and heat
transfer.

The numerical model developed in this work is expected to
serve as an important prerequisite to study different phenomena
in this combustion system. For instance, by integrating gas radia-
tion model on top of the current one, effects of gas radiation on
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heat transfer and emissions formation can be evaluated. Besides
that, by coupling SOx mechanism into the fuel model, temporal
and spatial SOx and sulphuric acid distribution can be identified.
The latter is particularly significant for studying the acid condensa-
tion and corrosion rates as heavy fuel oil which is commonly used
in marine diesel engines contains certain amount of sulphur [15].
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