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Transitional Markov Chain Monte Carlo (TMCMC)

- The goal is to sample the distribution:

p(v|d) o< p(d|0)m(v)

» Instead, sample iteratively the annealed distribution

pr(V|d) < p(d|9)"*m(9), k=1,...N

- At the last step, we obtain samples from the target distribution.
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